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I Big data on the web

c-pnhnﬂk “e\ps yO\l q

Wlth 2.41 billion monthly active users as of
the second quarter of 2019.

300 million photo uploads per day Twitter has 330 million monthly active users
(as of 2019 Q1)

Every minute on Facebook: 510,000 Half a billion tweets are sent out each day
comments are posted, 293,000 statuses (Mention, 2018).

are updated, and 136,000 photos are

uploaded. That equates to 5,787 tweets per second.
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https://s22.q4cdn.com/826641620/files/doc_financials/2019/q1/Q1-2019-Slide-Presentation.pdf

Big data on the web

GOUSIE

News
Over 50 billion pages indexed and Articles from over 10,000
more than 2 million queries/min sources in real time
(i1 Tube
flickr ..o OURLLL
~4.5 million photos 48 hours of video uploaded/min;
uploaded/day more than 1 trillion video views

3/50



I What to do with such Big Data?

 Extract information to make decisions

 Evidence-based decision:

- data-driven vs. analysis based on intuition &
experience

* Analytics, business intelligence, data mining,
machine learning, pattern recognition
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I Decision Making

 Data Representation
- Features and similarity

* Learning

- Classification (labeled data)
- Clustering (unlabeled data)

Most big data problems have unlabeled objects!
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Clustering

Given a collection of (unlabeled) objects, find meaningful groups
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What is a cluster?

A group of the same or similar elements
gathered or occurring closely together

Cluster computing Hongkeng Tulou cluster
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I Pattern Matrix
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Similarity matrix

4
Polynomial kernel: K(X,Y)=(XTY+1)
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I Data clusters in 2D space
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I Challenges of clustering
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Clustering plays a key role
in data analytic

* Not feasible to “label” large collection of objects

* No prior knowledge of the number and nature of
groups (clusters) in data

* Clusters may evolve over time

* Clustering provides efficient browsing, search,
recommendation and organization of data
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Clustering Users on Facebook

jennlfer

® N300’000 Status updates . Jennifer and 2 other friends posted about iTunes
per m I n Ute On tens Of To do list keeps growing and | spent my Sunday ensuring my entire
thousands of topics et g Rhach e i - Commstt

e Cluster users based on rﬁ
topic of status messages vzz Wetch the Throme by Joy-—2 & Kamy West

Download Watch the Throne on iTunes

eview a d ownload songs from Watch the Throne
b-,' Jz‘. Z & Kanye West on iTunes. Buy Watch the
Throne for just $11.99
{J1 - Like - Comment - Share

Jason
The new iTunes volume knob looks like something you'd see on a
tablet... | see where you're going Apple...

Il Like - Comment

13/50



Clustering Articles on Google News

Google .

News U.S. edition ~

Top Stories Science

—> Topic

Curiosity takes a first look around Mars . A\ CI u Ste r

at

News near you

"y at
"an sunt®
A .......'I-IIllllllllllllllIIlIIll'.‘-

o PASADENA, Calif. - The Mars rover Curiosity took a first gander around its
us neighborhood and found it looks just like home, officials said Wednesday.
) Scientists: Mars crater where rover landed looks Related
Business ‘Earth-like' sda NASA »
Curiouser and curiouser: Earth-like terrain in Mars Space i
Elections ; : _ Space » A t I
rover images - by Amina Khan Mars Science LBL‘UIHTCI'_,‘ 5 > r IC e
Technology Opinion: News From Our Neighboring Planet New vori Li Sti n S
R See reaitime coverage In Depth: Mars Rover Curiosity's 1st Panorama g
Wikipedia: Curiosity rover
Sports
Science
NASA

Neil Armstrong
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Clustering Videos on Youtube

vou TUhe aQ Browse = Movies Upload ! Sian Ir
The Dark Knight Rises - Official Trailer #3 [HD]

WasnasaPiotacs | @ Sdboasito 924 vidcoz ~

« Keywords
Popularity
Viewer
engagement
« User browsing
history

The Dark Knight Rises -
Official Trailer #2 [HD]

THE FOLLOWING PREVIEW HAS BEEN APPROVED FOR ' gt
APPROPRIATE AUDIENCES IR The Dark Kitsl Fisus.

p Official Trailer #4 [HD]
BY THE MOTION PICTURE ASSOCIATION OF AMERICA, INC. \ by WarnesBrosPictures

THE FILM ADVERTISED HAS BEEN RATED MAGIC MIKE - OFFICIAL
TMILER [HD]

Dark Shadows -
Vampire History
by WarnerBrosPictures
242,352

www.filmratings.com WWW.mpaa.org

THE ROCK (1996) FULL
MOVIE HD

vy MrNazier100

b Like W% Share P 24]883]922 i

on Apr 30, 2012 by WamnerBrosPictures

| AM LEGEND
ALTERNATE ENDING

y renjensel

Published

vw.thedarkknightrises.com/

hitp:/imww facebook.comithedarkknightrises
The Dark Knight Rises” In theaters July 20.
Warner Bros. Pictures’ and Legendary Pictures’ "The Dark Knight Rises” i

St e s St s e i e

3 155 views

g The Dark Knight Rises
Ultimate Trilogy Trailer

o
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Distance Measures
e.g., Organizing dinners

Distance measure tells us which other objects in

the same data set are more similar and which are

more dissimilar.

S o  oFred
Carolina
o Irene
Gwyneth
4 © & James
7 © Hayden
[
K] Eve
= O
2 34
©
o
=)
©
N}
2 6 Bernhard
1 : C>Andrew

20 30 40 50 60 70
Age

Education level

Table 5.1 Simple social network data set.

Name Age Educational level
Andrew (A) 55 1
Bernhard (B) 43 2
Carolina (C) 37 5
Dennis (D) 82 3
Eve (E) 23 3.2
Fred (F) 46 5
Gwyneth (G) 38 4.2
Hayden (H) 50 4
Irene (I) 29 4.5
James (]) 42 4.1
5 - 'oFred
Carolina
o lrene
Gwyneth
4 o James Hayden
Eve
o .
3 o Dennis
o | o Bernhard
1 o Andrew
[ [ [ [ [ [ [ I
20 30 40 50 60 70 80 90 16 /50
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Differences between Values of
Common Attribute Types

* For quantitative attributes:

d(a.b) = |a — b|

* For qualitative (categorical) attributes:
- Ordinal: d(a,b) = (|pos, — pos,|)/(n — 1)
1, if b

- Nominal: d(a,b)={05 ;fzib

Usually computing the distance between two objects consists of aggregating
the distances, usually differences, between their corresponding attributes.
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Distance Measures for Objects with
Quantitative Attributes

* An object represented by a vector of m quantitative
attributes can be mapped to an m-dimensional space.

* Several distance measures are particular cases of the
Minkowski distance.

d(p.q) = \ D i —al
k=1

Euclidian distance

Manhattan distance

- For the Manhattan distance, r=1
- For the Euclidean distance, r = 2

EEENE%
EEEAE
EELZENE
BEGEENE

iy
=l
W
il
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Distance Measures for Objects with
Quantitative Attributes

 Correlation distance

3 (- D0, - 7)
PX,y) =——= .
S0 S0

__l 4

X —nZi'Xi
_ 1
y:_Zyz'
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I How about these?
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Distance Measures for Non-conventional
Attributes

Non-conventional Attributes

- biological sequences
- time series

- Images

- sound

- Video

* All these non-conventional attribute types can be
converted into quantitative or qualitative types
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Distance Measures for short sequences (text)

« The Hamming distance can be used for sequences of values
and these values are usually characters or binary values.

« The Hamming distance is the number of positions at which the

corresponding characters or symbols in the two strings are
different.

- distance between the strings “James” and “Jimmy” is 3
- and between “Tom” and “Tim” is 1
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Distance Measures for short sequences (text)

 For short sequences that can have different sizes we use edit
distance.

 The edit distance measures the minimum number of operations
necessary to transform one sequence into another.

 The possible operations are: insertion (of a character), removal
(of a character) and substitution (of a character by another).

- The edit distance between the strings “Johnny” and
“Jonston” is 5, since it is necessary to substitute the
characters h, n, n, y with n, s, t, o (four operations), and to
add a character n to the end (a fifth operation).

A similar idea is used in bioinformatics to compare DNA, RNA
and amino acid sequences.
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Distance Measures for long sequences (texts)

For long texts we can use “bag of words”:
- For example, for the two texts:

« A ="l will go to the party. But first, | will have to work.”
« B = "“They have to go to the work by bus.”

| will go to the party but first have work they by bus

- Each text is converted into a quantitative vector, where

each position is associated with one of the words
24/ 50



I Distance Measures for Images
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Hundreds of clustering algorithms are
available; many are “admissible”, but no
algorithm is “optimal”

- K-means

- Gaussian mixture models

- Kernel K-means

- Fuzzy k-means

- DBSCAN

- Nearest neighbor

— Hierarchical clustering
26 /50



I Clustering Validation

 The automatic validation measures are divided into three categories:

External indices: The external criteria uses external information,
such as class label, if available, to define the quality of the
clusters in a given partition. Two of the most common external
measures are the correct-RAND and Jaccard.

Internal indices: The internal criteria looks for compactness
inside each cluster and/or separation between different clusters.
Two of the most common internal measures are the silhouette
index, which measures both compactness and separation, and the
within-groups sum of squares, which only measures
compactness.
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silhouette indeXx

It measures:

- How close to each other the objects inside
a cluster are.

- The separation of different clusters
r1 —a(x,)/b(x;) , it a(x;) < b(x;)

s(x;) =10 , if a(x;) = b(x,)
b(x;)/a(x;)—1 , if a(x;,) > b(x,)

 a(x) Is the average distance between x. and all other objects in its cluster
« b(x) is the minimum average distance between x. and all other objects from other clusters.
* The average of all s(xi) gives the patrtition silhouette measure value
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I Within-groups sum of squares

The within groups sum of squares is given by:
K ]

§ = Z sed(p;, C,)

i=1 j=1

where K is the number of clusters and J. is the number of
instances of cluster i, and C. is the centroid of cluster i.
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Jaccard external measure

* |t needs data labels.

* It evaluates how uniform the distribution of the objects in
each cluster is with respect to the class label.

J = M) /My, + My + M)

M,, is the number of objects in other clusters but with the same label
M, is the number of objects in the same cluster, but with different labels
M, is the number of objects in other clusters with different labels

M, is the number of objects in the same cluster with the same label.
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Categories of Clustering algorithms

* a) Most techniques define partitions in one step (partitional
clustering),

* b) While others progressively define partitions, either increasing
or decreasing the number of clusters (hierarchical clustering).
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Categories of Clustering algorithms

* Another criteria is the approach used to
define what a cluster is:

- Separation-based: each object in the cluster is closer to every
other object in the cluster than to any object outside the cluster

- Prototype-based: each object in the cluster is closer to a
prototype representing the cluster than to a prototype representing
any other cluster

- Graph-based: represents the data set by a graph structure
associating each node with an object and connecting objects that
belong to the same cluster with an edge

- Density-based: a cluster is a region where the objects have a
high number of close neighbors (i.e. a dense region), surrounded
by a region of low density

- Shared-property: a cluster is a group of objects that share a

ropert
property 32 /50



e K-means:

- The most popular clustering algorithm and a representative
of partitional and prototype-based clustering methods

 DBSCAN:

- Another partitional clustering method, but in this case density-
based

* Agglomerative hierarchical clustering:

- A representative of hierarchical and graph-based clustering
methods.
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I K-means

Algorithm K-means

1: INPUT D the data set
INPUT d the distance measure
INPUT K the number of clusters
Define the initial K centroids (they are usually randomly defined, but can
be defined explicitly in some software packages)
repeat

Associate each instance in D with the closest centroid according to the
chosen distance measure d

Recalculate each centroid using all instances from D associated with it.
8: until No instances from D change of associated centroid.

ISANRA
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I Weakpoints of K-means

 Random initialization means that you may
get different clusters each time

» Data points are assighed to only one cluster
(hard assignment)

* Implicit assumptions about the “shapes” of
clusters

* You have to pick the number of clusters...
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K-means clusters are

convex

Convex Convex Non-convex
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I Choosing the right K
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I Jogota validation

» Jagota validation suggests a measure that
emphasizes cluster tightness or homogeneity:

QZ

- |C;| is the number of data points in cluster /

d(X,
|C|é (X, ;)

* Q will be small if (on average) the data points
INn each cluster are close
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DBSCAN

density-based spatial clustering of applications with noise

* In contrast to k-means, DBSCAN automatically
defines the number of clusters.

* In DBSCAN, objects forming a dense region
belongs to the same cluster.

* Objects not belonging to dense regions are
considered to be noise.
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DBSCAN

density-based spatial clustering of applications with noise

ANyAS

oy
v A Hayden
S = Dennis o §ius

o Bernhard
‘ Core instance ’
/\ Reachable instance
@ Outlier
43 /50




DBSCAN

density-based spatial clustering of applications with noise

A core instance p is an instance that directly reaches
a minimum number of other instances.

* To be considered “directly reachable” an instance g
must be at a lower distance from p than a predefined
threshold.

* If pis a core instance, then it forms a cluster
together with all instances that are reachable from it,
directly or indirectly.

e Each cluster contains at least one core instance.

« DBSCAN also has some randomization on deciding to
which core instance a given instance will be attached
when there is more than one core instance that can

reach it directly 44 /50



DBSCAN
Pros & Cons

Advantages

Disadvantages

e It can detect clusters of an
arbitrary shape
e Robust to outliers

e Each time we run DBSCAN the results can be a
bit different due to some randomness, but the
results typically do not vary much between
different runs

e Computationally more complex than k-means

e Difficulty in setting the hyper-parameter values
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Agglomerative Hierarchical Clustering

* Hierarchical algorithms construct clusters
progressively and based on pairwise distances.

B o ofred
Carolina A B C D E F G H | J
o Irene
Gwyneth A 0

4 oJameg Hayden B 1.07 0

C 3.26 2.33 0
OEVG D 2.26 2.53 3.17 0

3 5 Dennis
E 2.6 1.54 1.63 3.65 0
F 3.11 2.31 0.56 2.7 1.98 0
G 2.67 1.71 0.62 2.87 1.2 0.79 0

2 o Bernhard
H 2.32 1.59 1.11 2.12 1.78 0.8 0.76 0
I 3.13 2.1 0.63 347 1.06 1.12 0.6 1.35 0
] 251 1.61 0.76 2.61 1.36 0.73 0.26 0.5 0.86 0

14 o Andrew

T T T T T T T T
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I Agglomerative Hierarchical Clustering

* We start with every data point in a separate
cluster.

 We keep merging the most similar pairs of
data points/clusters until we have one big
cluster left.

* This Is called a bottom-up or agglomerative
method.
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Agglomerative Hierarchical Clustering
Demo
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I Cluster Linkage

 The single linkage: This measures the distance between

the closest instances, one from each set. It favors the

appearance of a dominant cluster.

- The complete linkage: This measures the distance

between the most distant instances, one from each set. It
favors similar clusters

- The average linkage: This measures the average
distance of every pair of instances, each instance of a pair
from each set. It is in between the two previous

approaches.
O &
O O
Single linkage Complete linkage Average linkage
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